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Why gaming?

•Reduce latency

•Prevent DoS attack

• Increase availability

•Cloud Gaming
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Why gaming?
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Characterising Game Content Distribution

Steam Sports Windows Netflix

Urgency ASAP 1h+/Streamed ‘Patch Tuesday’ 1h+ / streamed

Time World Sync
On-Demand

World Sync Rolling Update On-demand

Localization Steam Cache +
CDN

Multi CDN Multi CDN Netflix Cache

Catalogue ++++ - - ++

Users 132+ Million 3 Billion 1.4 Billion 232.5 Million

Size Up to 150GB 1~7GB/h 114MB ~ 5.4GB 1~7GB/h

Frequency 1 shot 1 shot Low frequency Daily

• Unique Cache requirements

• Wide variety of content

• Sufficient bandwidth for 

“Big game” releases

• Big in size + popularity

• Global release time

• Full download required

• Baldur’s Gate 3 – 150GB

• Global Traffic

• 15 Tbps -> 144 Tbps



5

1) Keep content to the edge

• Caches within ISPs where possible

• Local PoPs

• ISPs without their own cache

• When the ISP cache is overloaded
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2) Make the most of multiple regions

• Load Balancing

• Backup when overloaded
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Cache offloading between cities

• Increased load balancing during game releases • Cross region offloading

Counter Strike 2 ReleaseBaseline
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3) Fallbacks

• Availability in areas without PoPs

• Backup when region is overloaded

• Multiple different providers

• Backup

• Load balance
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Protecting your origin

• Push when possible

• Analytics

• Pull only when needed

• Origin shield

• Rate limit etc
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Where does the traffic come from?

type SteamCache

load 39

weighted_load 27.44

host cache3-lhr1.steamcontent.com

preferred_server true

type SteamCache

load 47

weighted_load 60.89

host cache7-lhr1.steamcontent.com

preferred_server true

type CDN

load 0

weighted_load 130

host steampipe.akamaized.net

preferred_server false

type CDN

load 0

weighted_load 130

host google2.cdn.steampipe.steamcontent.com

preferred_server false

Client
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Where does the traffic come from?

type CDN

load 0

weighted_load 130

host google2.cdn.steampipe.steamcontent.com

preferred_server false

type CDN

load 0

weighted_load 130

host steampipe.akamaized.net

preferred_server false

type CDN

load 0

weighted_load 130

host alibaba.cdn.steampipe.steamcontent.com

preferred_server false

type CDN

load 0

weighted_load 130

host level3.cdn.steampipe.steamcontent.com

preferred_server false
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Steam Cache Capabilities

Region % Content served from 
Steam Cache

% Traffic served from 
Steam Cache

Estimated Cache 
Capacity (Gbps)

Peak Traffic Observed 
(Gbps)

Africa 90.95 82.88 106 281

Asia 96.09 89.50 13556 32657

Europe 97.75 93.42 9470 30954

North America 98.60 96.24 7940 19025

Oceania 99.17 97.66 763 1064

South America 59.22 33.79 1303 10883
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Where have we seen this before?

3-2-1

• Backups

• Three copies of your data

• Two different media types

• One copy off-site

• Service resiliency    

• Three points of access (ISP cache, PoP, Third party CDN)

• Two different providers

• One off-site (out of region)
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Characterising Game Content Distribution

Steam Sports Windows Netflix Netflix
Jake Paul + Mike Tyson

Urgency ASAP 1h+/Streamed ‘Patch Tuesday’ 1h+/Streamed 1h+/Streamed

Time World Sync
On-Demand

World Sync Rolling Update On-demand World Sync

Localization Steam Cache +
CDN

Multi CDN Multi CDN Netflix Cache Netflix Cache

Catalogue ++++ - - ++ --

Users 132+ Million 3 Billion 1.4 Billion 232.5 Million Peak 65 Million Concurrent
108 Million Total

Size Up to 150GB 1~7GB/h 114MB ~ 5.4GB 1~7GB/h 1~7GB/h

Frequency 1 shot 1 shot Low frequency Daily 1 shot
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Conclusion

A survey amongst EBU members showed the following strategies are in use:

• Use own CDN till maximum capacity and commercial CDNs as overflow

• Use own CDN for on-demand, and commercial CDNs for live content

• Use own CDN for in-region requests, and commercial CDN for out of 
region

• Fixed percentage request split between CDNs

• Use of Multi-CDN

• Peer-to-peer (maybe?)

https://tech.ebu.ch/files/live/sites/tech/files/shared/techreports/tr068.pdf

https://tech.ebu.ch/files/live/sites/tech/files/shared/techreports/tr068.pdf
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Questions?

christoff@iij.ad.jp

romain@iij.ad.jp https://steam.iijlab.net

mailto:Christoff@iij.ad.jp
mailto:romain@iij.ad.jp
https://steam.iijlab.net/
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